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Abstract

Experimentally it has been found that a high power laser pulse focussed
on a Helium gas at atmospheric pressure creates a plasma that over time
assumes a torus shape. This process could see applications in plasma
chemistry and is a first step towards a self-confined
magnetohydrodynamics plasma. However, the torus shape is eventually
destroyed as cold gas flow from the center of the torus splits the plasma.
To study this process the gas dynamics shortly after the laser pulse are
reduced to one dimension by applying cylindrical symmetry. The
resulting equations are solved numerically. By fitting the one
dimensional simulation results to experimental data, a three dimensional
starting condition is proposed. Using this starting condition, a three
dimensional axi-symmetric simulation is performed which is capable of
reproducing both torus formation and splitting. These simulations show
that the primary process responsible for torus formation is a low pressure
area that is dragged behind the strong shock fronts moving
perpendicular to the laser axis. Arguments for the local thermodynamic
equilibrium of the plasma are presented. This justifies the application of
the Saha equation to find the electron density from the simulated
pressures and temperatures. Finally, passive modifications of the plasma
environment are considered to prevent the plasma from splitting and
provide flow confinement of the plasma for up to 100 ps.
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Symbols and units used

X Degree of ionization

0% Ratio of specific heats, equal to g for Helium

A Mean free path m
U Dynamic viscosity Pas
[y Density kg/m?3
\4 Velocity vector ms~!
E; Helium first ionization energy J
kg Boltzmann constant JK1
p Pressure Pa
rge  Kinetic radius of Helium m
C Speed of sound in Helium ms~!
e Energy per unit mass Jkg!
n Number density of helium atoms m~3
T Temperature K
\% Volume m?
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Chapter 1

Introduction

Laboratory plasmas have been used successfully to convert greenhouse
gasses into usable products [1]. However, the energy efficiency of the pro-
cess leaves considerable room for improvement. One possible reason for
the loss of energy is the dispersion of the plasma along the length of the
cylindrical container used. A remedy for this problem is to contain the
plasma to a toroidal shape. In this thesis the creation and properties of
a toroidally shaped plasma is studied by matching computer simulations
to available experimental data and thereby reproducing the torus forma-
tion numerically. Besides chemical applications the study of a toroidal
plasma has the potential to contribute to research on nuclear fusion. In
fact, magnetohydrodynamics simulations [2] reveal plasma configurations
with nested toroidal flux surfaces and linked magnetic fields which have
desirable stability properties.

Experimentally it has been found that the creation of a plasma torus with a
short lifespan (less than 100 ps) can be achieved by focusing a laser pulse.
Unfortunately the plasma assumes the shape of a torus during only a short
timespan (~ 10pus). As data analysis of CCD images taken of the plasma
show, the torus splits by cold gas moving radially outward from the torus
center. In this thesis CCD images taken of the plasma emission follow-
ing a laser pulse of 250 ~ 275m] focussed at a Helium gas at atmospheric
pressure are used to reconstruct a three dimensional gas flow simulation
capable of reproducing both torus formation and splitting. Arguments
for the local thermodynamic equilibrium of the plasma are presented and
used to justify the use of the Saha ionization equation from the pressure
and temperature profiles obtained by simulation. This procedure results

11
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12 Introduction
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Figure 1.1: CCD images of the plasma emission are processed to obtain ’slices’ of
the three dimensional plasma. The way these images are produced is explained
in detail in later sections. By cylindrical symmetry the circles in the third image
represent a torus shape in three dimensions. The left top corner shows the ap-
proximate time that has passed since the laser pulse. Notice the splitting of the
plasma in the last image.

in the electron density profile of the plasma toroid which enables calcu-
lation of the plasma resistivity for research on microwave heating of the
plasma.

To prevent the plasma from splitting and improve its lifetime from the
current ~ 60 ps, the plasma environment is modified with passive compo-
nents to affect the gas flow.

12
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Chapter 2

Previous Experiments

2.1 Experimental Setup

The experimental setup, outlined in figure 2.1 consists of a high power
pulsed laser directed towards a vacuum chamber which is filled with he-
lium at atmospheric pressure. The power of the laser used is 250 ~ 275m].
The laser is focussed using a 50 mm lens which produces an electromag-
netic intensity at the focus that is high enough to ionize the Helium atoms
within the timespan of the pulse. The evolution of the resulting plasma
with time can be studied through images taken by the CCD camera. Since
individual plasmas are not entirely uniform, the CCD camera averages 50
images at a predetermined amount of time after different laser pulses.

2.2 Available Data

Because this thesis is written in the midst of a global pandemic, unfortu-
nately no new experimental data can be presented. However, two key
pieces of previously obtained data are available to set up a numerical
study of the plasma evolution.

The first of this data consists of schlieren images, which are presented and
analyzed in section 4.1. The schlieren images allow accurate tracking of
the shock fronts produced by the laser energy deposition.

Furthermore, radiation intensity images taken by the CCD camera show
the plasma evolving with time. The CCD images are a side view of the

13
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14 Previous Experiments
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Figure 2.1: Outline of the experimental setup used to produce the data used as
verification material for the simulations. The schlieren images are produced by
extending this setup with a knife edge and appropriate background lightning.

plasma. These images together with the cylindrical symmetry of the plasma
enables the determination of the local emission intensity. To achieve this
an inverse abel transformation is needed, as explained in section 4.3.

14
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Chapter 3

One Dimensional Modelling of the
Laser-Induced Explosion

3.1 Bounds on the Pressure Buildup Inside the
Plasma

For a crude approximation of average initial gas pressure we assume the
plasma to be a cylinder with dimensions determined from an intensity im-
age taken shortly (~ 100 ns) after the laser pulse. The dimensions used are
presented in figure 3.1. This corresponds to a volume of V = 6.8 mm?®.
Since the laser pulse duration is only 10ns, the number density of helium
atoms in the produced plasma will at first be equivalent to the number
density at ambient pressure n = 2.5 x 102 m 2. Assuming the full 275 m]
of energy produced by the short laser pulse is converted into heat, while
the degree of ionization remains low, the ideal gas law predicts a pressure
of ~ 2.7 x 10? atm while the temperature rises to ~ 8.0 x 10°K. At the
other extreme, assume the laser is very effective at ionizing the nV parti-
cles present in the emerging plasma. Since producing one singly ionized
helium atom requires an energy of 24.6 eV the complete ionization of the
volume implies a deposition of ~ 6.5 x 10> m]J, which is more than the
energy available in the laser pulse. Therefore we can conclude that we
can not put stricter bounds on the average initial plasma pressure than
between ambient pressure and ~ 2.7 x 10? atm.

The commercial Comsol Multiphysics simulation software is used to in-
vestigate the mechanisms of torus formation and the energy needed to

15
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16 One Dimensional Modelling of the Laser-Induced Explosion

Width: 4.87 mm
Height: 1.33 mm

Figure 3.1: CCD image of the laser induced plasma approximately 100ns after the
laser pulse. The colormap used is linear and the units arbitrary. The laser comes
in from the right. The pixel dimensions are 24.2 mm /pixel in the vertical direction
and 24.0 mm/pixel in the horizontal direction. This allowed the determination of
the dimensions shown in the image. Vertical and horizontal lines were drawn in
software.

match the experimentally determined torus dimension. The Comsol soft-
ware supports a two dimensional axi-symmetrical simulation mode, sav-
ing much time with respect to a full three dimensional simulation. Unfor-
tunately, it is found that the Comsol software runs into divergence issues
at pressures much below the maximum 2.7 x 102 atm.

To get better insight into the gas flow shortly after the laser pulse and
to obtain insight into the numerical challenges involved the problem is re-
duced to one dimension and solved numerically. Later we’ll use the results
of the one dimensional model to help Comsol get past initial divergence
problems.

To reduce the problem to one dimension, notice from figure 3.1 that the
laser-induced explosion has a high degree of cylindrical symmetry close

16
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3.2 Navier-Stokes Equations 17
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Figure 3.2: To reduce the problem to one dimension, an infinite cylindrical ex-
plosion is computed numerically. The laser pulse is coaxial with the cylindrical
explosion and the z-axis. The axis along which the gas state is computed in the
simulation is the x-axis, corresponding to § = 0, z = 0. In spherical coordinates
the explosion is a point explosion, where we choose ¢ as our angle with the z-axis.

to the laser focus. Furthermore at the ‘edges’ of the cylinder the explosion
takes on a spherical shape. By using this symmetry we can deduce the gas
flow dynamics just after the laser pulse. To do this we bear in mind that
a large energy deposition will lead to a radial gas expansion and assume
all gas flow is parallel to f in cylindrical or spherical coordinates. Now
the flow needs to be computed only along one line which extends radially
outward. The cartesian X coordinate axis fulfills these requirements, see
figure 3.2.

In this manner the central region of the energy deposition is approximated
using an infinite line explosion, while the spherical edges are indepen-
dently computed as point explosions. To perform the numerical simula-
tion we need the Navier-Stokes equations in one dimension expressed in
both cylindrical and spherical coordinate systems.

3.2 Navier-Stokes Equations

In one dimension and neglecting heat conduction and radiation losses the
Navier-Stokes equations are given in cartesian coordinates by [3]

17
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18 One Dimensional Modelling of the Laser-Induced Explosion

%f — V- (ov) (3.1)
3 p 9 /(. 9
0 v (o)~ 2 <2y£) (3.2)
2
a(apte) = -V -(pev) — p(V -v) +2u (g—i) (3.3)

Where ¢ is the energy per unit mass and v = uX is the velocity vector.
The divergence terms have not been expanded to simplify the conversion
to spherical and cylindrical coordinates. In order to close this system of
equations an equation of state is needed. We assume an ideal gas for which
we can write

pV = NkBT

While by the equipartition theorem

1 1 E
Etot :NfEkBT: ﬁNkBT = pe = tot = P

V. (v—1)

Where f = 3 is the number of degrees of freedom of the Helium atoms
Y= % is the ratio of specific heats for Helium, e is the energy per unit mass
and E; is the thermal energy in the volume V. By explicitly using 7 our

equations are not specific to Helium. Substituting pe = % into equation
3.3 we find
Gas flow equations in cartesian coordinates
dp _ Ipu)
i o (3.4)
dpu)  d(pu*) dp , 0 ou
or  ox ox ox\Max 39
dp  9(pu) ou ou'\?
= o (= VDps 20y = Du 57 (3.6)

To convert the gas flow equations to cylindrical coordinates we observe
that for a given quantity a by the chain rule

dx  du or +a{x89 +aocaz

dx Jrdx 909x 9z dx

18
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3.2 Navier-Stokes Equations 19

But by our assumed cylindrical symmetry g—‘é‘ = g—’;‘ = 0. Furthermore
we can choose to do the simulation along the § = z = 0 axis so that
g—; = cosf) = 1. We thus find that the derivatives of the Navier-Stokes
equations can be converted to cylindrical coordinates by the simple sub-
stitution

o o

ox ~ or

To convert the divergence terms, one can consult a calculus book to find

VA=t T s

19(rAy) | 124y | 24,

Again, by assumed symmetry the last two terms vanish. To conclude, the
equations we solve for are

Gas flow equations in cylindrical coordinates

dp _ _1a(rpu)
ot r or (3.7)
dpu)  1o(rpu*) dp 9 [, du
oF v o o T\ (3.8)
op _ 1drpu) o \polrw) o (00
=g, — (=D 2=l 5 ) B9)

Where in this case v = ut.

In spherical coordinates the story is much the same. Only this time the
divergence is given by

_ 10(r?Ay) 1 9 : 1 04y
V.-A=— + _(A981n0)+rsin6W

2 or rsin @ 00

Where the last two terms vanish since the initial condition is spherically
symmetric and we choose to simulate the § = 37, ¢ = 0 axis.

19
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20 One Dimensional Modelling of the Laser-Induced Explosion

Gas flow equations in spherical coordinates

dp _ 19(rpu)
¥ 2 o (3.10)
dpu)  19(r*pu®) 9p 9 ou
A A R G4
dp  19(r*pu) p o(r’u) ou\?
F T R P A b ”(7—1)?‘(5)
(3.12)

3.3 Method Used for Computing the Gas Flow
Variables

As electrons recombine with Helium ions they emit line radiation. The
energy source of this radiation is the potential energy of the electrons, and
not the heat of the system. Therefore this process will not have a major
influence on the heat of the gas. Furthermore since the simulation is on
the order of microseconds heat conductivity and thermal radiation energy
loss are assumed to be zero. For Helium the bulk viscosity is zero. The
dynamic viscosity is independent of pressure [4] but does have a strong
temperature dependence. To account for this, experimental values of [4]
and [5] are taken and fitted to Sutherland’s law. The result is

T3/2

~186-10°6—
p=186-10 o

The error in this fit is less than 10% at all temperatures for which viscosity
data was available.

To compute the viscosity the local temperature is needed. The temperature
can be computed using the ideal gas law as

Here m ~ 6.64 - 107% kg is the mass of the helium atom and kg is the
Boltzmann constant.

The gas flow equations are solved using a second order finite difference
formula for the spatial derivatives and an explicit time stepping scheme

20
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3.4 Verification 21

for the temporal evolution. The time stepping scheme used is a third order
Adams-Bashforth method as it is found empirically that for this problem
computation times for a given precision are slightly less than those for the
more common Runge-Kutta methods. The third order Adams-Bashforth
method can be summarized as

23 4

5
Spi1 = Sy +dt <EF(sn) — gF(Sn—l) + EP(snz))

Where s, is the state (density, velocity and pressure) at timestep n and F is
the right hand side of the gas flow equations.

3.4 Verification

To verify that the equations used for the numerical study are correct and
no programming errors were made, the results of the simulation are veri-
fied in three different ways.

To generate data for these verifications we run a cylindrical simulation
with the following starting conditions combined with a grid size N =
30000, time step At = 0.5 x 10~ !s.

p(r) = 7.5¢ /%% 4 1 atm (3.13)
u(r) =0ms? (3.14)
p(r) = 0.164kgm (3.15)

The first and simplest verification is to check whether the physically con-
served quantities mass, momentum and energy are actually conserved.
The gas flow variables computed at every spatial grid point during the
simulation are p, pu, p. The first two quantities can be simply multiplied
by the volume corresponding to every grid point (which differs between
cylindrical and spherical simulations) and summed to get the total mass
and momentum. To find the energy added by the laser energy deposition
we compute

(ou)?

P

to calculate the energy corresponding to a grid point. These energies are
again multiplied by the corresponding volume and summed to get the

No[—

3 1 3
E(p - pambient) + EPUZ = E(p - pambient) +

21
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22 One Dimensional Modelling of the Laser-Induced Explosion

total energy. It is found that the difference in the mass and momentum
at the start and end of the simulation is negligible, with a difference so
small it is more likely been caused by floating point rounding errors than
programming mistakes. The difference in total energy is slightly larger at
around 0.004% but still small enough to not raise any suspicion of faulty
programming.

The second verification is a comparison of the shock front speed with the
speed predicted by the Rankine-Hugoniot relations. A full derivation of
these relationships is outside the scope of this thesis, but we’ll briefly men-
tion how the formula used can be derived (see [6] for the full derivation).
The Rankine-Hugoniot relations are found by imagining a small rectangu-
lar volume around the shock front, and moving along with the front. In the
limit that the thickness of the volume around the front goes to zero, and in
the limit of a strong shock front so we can neglect viscosity, the quantities
momentum, energy and mass stored in the volume must go to zero as well.
Therefore these conserved quantities must exit the volume at the "back’” of
the shock front as quickly as these quantities enter the volume at the front.
This allows to write down an equation for every conserved quantity, and
together with the equation for the speed of sound ¢ = /yP/p, and emit
line radiation, they lose their potential energy. Since this potential energy
was not present in the form of heat, this results in an expression for the
shock front speed as a function of the ratio of the front pressure P and
ambient pressure Py pient-

Shock front speed

Y +1 ( Pfront )
v =c —1)+1 3.16
front \/ 2’)’ Pambient ( )

As the front observed in our simulation is very sharp, the approximation
made in the derivation of the Rankine-Hugoniot relations is good. There-
fore as a verification of our simulation we can compute the shock front
speed from the pressure at the shock front and see if the shock front in our
simulation indeed moves at this velocity. This verification is illustrated in
tigure 3.3, which shows that the correspondence is indeed very good.

As a third and final verification, we compare the one dimensional simula-
tion with a two dimensional axi-symmetrical Comsol simulation with the
same starting conditions. The result can be seen in figure 3.4. The Comsol
simulation seems to lag the one dimensional study in the formation of a

22
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Shock front speed
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250 —— Simulated shock front speed
Rankine-Hugoniot relations

0.0 0.5 1.0 1.5 2.0 2.5 3.0
Time (us)

Figure 3.3: Comparison of theoretically predicted shock front speed with the nu-
merically found speed. The starting conditions of the simulation are given by
equations 3.13 to 3.15. As explained later, the gas flow progresses in three distinct
phases (pressure collapse, shock front generation and shock front propagation).
These phases are clearly visible in this graph. The maximum pressure at every
time in the simulation is used to compute the theoretically predicted speed us-
ing equation 3.16 and compared with the shock front propagation phase. The
correspondence is very good.

shock front. However, eventually the shock front forms after which both
simulations agree to high accuracy. The reason that the Comsol simulation
takes a longer time to generate the sharp shock front is not immediately
clear. A possible explanation is that the algorithms used by the Comsol
software have more numerical diffusion which is known to smooth out
shock fronts.

3.5 Results

Experience with the one dimensional simulation have shown the chal-
lenge in the numerical study of laser induced gas flow to be twofold.
First of all starting the simulation with high initial pressure values seems
to immediately cause convergence issues at the start of the simulation.
These convergence issues can only be solved by lowering the time step

23
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24 One Dimensional Modelling of the Laser-Induced Explosion
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Figure 3.4: Comparison of the one dimensional numerical study with results pre-
dicted by an axi-symmetrical Comsol simulation. The comparison is made by a
temperature vs distance plot. The starting conditions are given by equations 3.13
to 3.15. The Comsol simulation seems to be less eager to form a strong shock front
early in the simulation. However, eventually the shock front forms after which
the correspondence is very good.
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Figure 3.5: Results of the cylindrically symmetric one dimensional simulation
with starting condition given by 3.13 to 3.14. Three different phases can be ob-
served in the development of the gas flow variables. In the pressure collapse
phase the pressure peak developed at v = 0 is found to be unstable. The peak
collapses resulting in an outward motion of the gas. In the shock front forma-
tion phase this outward motion becomes so strong that sharp shock fronts arise
moving radially outwards. The shock fronts carry away just the right amount of
mass to compensate for the high temperature at the center. This causes the centre
to regain stability. In the shock front propagation phase therefore only the shock
fronts are seen to be moving. Note that the pressure between both shock fronts
is slightly below ambient pressure. This drives the backflow of gas towards the
plasma later on.
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26 One Dimensional Modelling of the Laser-Induced Explosion

used throughout the simulation. This problem appears to correspond to
the known Courant-Friedrichs-Lewy condition which establishes upper
bounds on the time step if divergence is to be avoided.

The second numerical challenge is the very sharp shock fronts that arise as
a result of gas expansion. For even moderate pressures the shock front be-
comes so steep that only a few grid points can be used to resolve the slope
of the front. As the front becomes steeper, it becomes more difficult to ac-
curately determine the derivatives of pressure, density and velocity. The
result is that the gas flow variables appear to contain discontinuities which
in turn causes numerical instability. This instability presents itself in the
form of small wave-like errors close to the shock front which remind the
author of the Gibbs phenomenon. To overcome this problem the spatial
grid size must be chosen very small. However, the Courant-Friedrichs-
Lewy condition specifies that a reduction in spatial grid size must be ac-
companied with a reduction in the time step taken. Therefore there are
two different features of the gas flow, namely the high initial pressures
and the sharp shock fronts that motivate the time step to be small and
thereby increasing computation time.

We now consider the development of the gas flow variables through time
as computed in the one dimensional model. For this we consider the cylin-
drical simulation performed in the verification corresponding to the start-
ing conditions 3.13 to 3.15. The result is shown in figure 3.5. These results
suggest that after a central energy deposition the gas flow progresses in
what can be considered three different phases.

The first is pressure collapse, in which the high pressure in the middle
of the cylinder falls rapidly while gas is pushed in the radial direction.
The second phase is shock front production, in which the outer gas layer
achieves supersonic speed and forms near vertical shock fronts while con-
tinuing to move radially. The third and final phase is shock front propaga-
tion. In this phase the departure of the shock fronts seem to have caused
stability in the central region and therefore only the shock fronts are seen
to be moving. The stability at the center is most clearly exemplified by the
near flatness of the pressure graph around r = 0.

Stability of the plasma can be understood by considering the ideal gas law
P = NkpT. Since p % it is evident that the pressure reaches high values
around t = 0 since at this point in time the density is equal to the ambient
density, while the temperature has increased by a large factor. However,
it turns out that the shock front carries away the right amount of matter
(decrease in p) to bring P back close to ambient pressure.

26
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3.5 Results 27

In a previous experiment of our research group a second laser was used
in an attempt to create plasma geometries consisting of multiple tori. It
was found however that the second laser was not able to induce a plasma
and it was therefore hypothesized that the large energy deposition of the
first laser brings the central region to near vacuum or zero pressure. This
one dimensional simulation shows that, at least for the small initial energy
deposition used in the verification, no vacuum is generated and the pres-
sure quickly falls back to atmospheric pressure. The simulation suggests
the actual physical reason preventing a second plasma to be induced is the
low density at 7 = 0.

27
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Chapter I

Simulation of Torus Formation and
Subsequent Splitting

In the one dimensional study the main features of the gas flow and the
numerical challenges were identified. It was found that the shock fronts
moving away from the instantaneously heated gas carried away the right
amount of matter to restore stability in the central region. The shock front
speed equation 3.16 can also be written in terms of the density at the shock
front [6]:

2
(% =cC :
front \/(,)/ + 1)Pamb1ent + (1 _ r)/)

Pfront

So we see that the speed of the shock front is related to the amount of
matter taken away from the central region and therefore indirectly to the
energy deposited by the laser. In other words, the amount of energy de-
posited determines how much matter is present in the shock front, and the
amount of matter in the shock front determines the speed of the front. This
knowledge can be exploited by comparing the speed of the shock front as
determined by schlieren imaging with the speed found from the one di-
mensional simulations. This correspondence can be optimized to find the
best fit of initial energy for the one dimensional simulation for both the
spherical and cylindrical regions of the gas expansion. These two “best fit’
one dimensional simulations can be combined to form a three dimensional
initial condition. Convergence issues of Comsol at small time delays after
the laser pulse can be circumvented by performing this interpolation at a
time t > 0 after the pressure collapse phase (see figure 3.5). Unfortunately

29
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30 Simulation of Torus Formation and Subsequent Splitting

it is found that the spherical one dimensional simulation has stability is-
sues itself, with the rl2 terms present in the equation causing numerical
‘blowup’ at the pole r = 0. To still be able to construct a three dimensional
initial condition, results of the cylindrical simulation are used with a suit-
able weakening at the spherical sections as determined by equation 3.16
and the shock front velocities visible in the schlieren images.

4.1 Comparison with schlieren images

It is clear that we need to extract the shock front positions and speeds as
accurately as possible from the schlieren images to enable a comparison
with simulation data. As the schlieren images turn out to contain signif-
icant amounts of noise a high frequency filter is applied to the image to
smooth the noisy pixel intensity values (gaussian filter, sigma ~ 3.25). A
straight line is drawn from the center of the plasma at different angles with
the laser axis. The values along this line are determined from the image
pixels by a second order interpolation. By analysing the graphs resulting
from this interpolation a good criterion was sought to identify the peak
corresponding to the schlieren shock front. It was found that the shock
front in almost all cases coincided with the peak for which the prominence
divided by the width was the highest value. The exact definitions of these
terms can be found in the documentation of the find_peaks function of SciPy
[7]. In the few cases that this method failed to find the correct shock front
position for a given frame the position was extrapolated from the position
on the prior frame by assuming constant velocity.

The result of this method is illustrated in figure 4.1. It can be seen that
the shock front position was determined with good accuracy. After less
than one microseconds the shock front is very well approximated by an
ellipse. The width and height of the ellipse are plotted as a function of
time in figure 4.2. The height of the ellipse corresponds to the shock front
position at the cylindrical section of the plasma. As such we can find an
initial condition which generates the proper shock fronts by running a one
dimensional simulation in cylindrical coordinates and comparing its result
with the data obtained from the schlieren images.

Using the position of the shock fronts as a function of time to make the
comparison with the one dimensional simulation is vulnerable to large
inaccuracies as this method depends on knowing exactly at which mo-
ment the schlieren images are taken after the laser pulse. A more reliable
method is to determine the speed of the shock front as a function of the
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Figure 4.1: Four frames from a series of schlieren images are selected to show
how the distance of the shock front is determined. The full series (files test-
t7078.SPE, test-t6975.SPE) contains 87 frames. To uncover the non-static features
of the schlieren images a background image without the laser plasma is sub-
tracted from all following frames. Inherent to the schlieren imaging method used,
the outward moving shockfront is not visible on the laser axis. The data is used
to produce figures 4.2, 4.4 and 4.3.
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32 Simulation of Torus Formation and Subsequent Splitting

Geometry of elliptical shock front
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Figure 4.2: The development of the width and height of the elliptical shock front
is shown as a function of time. t = 0 is chosen at the first time at which the laser
pulse appears a good fit. Notice that the ellipse height increases more rapidly
than the width initially, implying a faster and stronger shock front in the direction
perpendicular to the laser axis.

distance from the laser axis. This method only depends on the time be-
tween the CCD images to be constant and this is guaranteed by the CCD
camera. The position of the laser axis can easily be determined from the
schlieren images.

With regards to the gas flow variables p, pu, p of the initial condition of the
one dimensional simulation only the pressure p needs to be determined
since from the assumption of an instantaneous laser energy deposition the
density p is equal to the density at atmospheric pressure and room tem-
perature while the gas velocity u is zero. The pressure is assumed to be a
sum of atmospheric pressure and a ‘peaked” function. To construct these
peaked functions with arbitrary widths, sharpness and energy we take A,
B and C as free parameters and use the formula

p = Ae Bl 4.1)

To make a good comparison between the experimentally determined speed
values and the values found numerically we compare the simulation data
to a fit to the schlieren data. The simulation’s initial pressure is modi-
fied until good correspondence is achieved. The question remains which
function to use for the fit to the schlieren shock front velocity. Intuitively
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Comparison with schlieren data
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Figure 4.3: A one dimensional simulation is found that is capable of reproducing
the shock front moving outward perpendicular to the laser axis as seen on the
schlieren images (see figure 4.1). The starting condition is chosen as equation 4.1.
In order not to be vulnerable to inaccuracies in the timing data of the schlieren
images the comparison is made using a shock speed vs shock position graph.
The starting condition is p(t = 0) = 169¢152I"**" (¢ in mm) and corresponds
to the lowest difference in figure 4.4. The function used for the fit (green line)
is motivated in the text and has the form ¢ + b witha = 5.016m?s™! and b =
657.6ms L.

Difference as function of energy

. 6
10° ‘ 5
. .'- ’ 4
£10% | d . e
IR BN oy
“e R 3
10? e e o,
0.. : 2
12 14 16 18
energy

Figure 4.4: Every point represents a one dimensional simulation. The result of
the simulation is compared with the data obtained from the schlieren images to
compute a difference. For the procedure used see figure 4.3. The color in the
graph is determined by the C parameter in the initial condition, see equation 4.1.
The quantitative behaviour of this graph depends on the procedure chosen to
compute the difference. However, qualitatively one can see that there is a strong
dependence between the energy and the fit with the schlieren data. The energy
deposited in the best fit simulation is 13.3]J m™!.
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34 Simulation of Torus Formation and Subsequent Splitting

speaking the outgoing momentum of the shock wave is divided over an
increasing area as the shock front moves outwards. This would imply
a velocity proportional to % However, this would imply that the speed
would decay to zero as r — oo while we know the speed in fact decays to
the speed of sound. Therefore, the function chosen for the fit is 7 + b with
a and b free parameters. An alternative motivation of this function can
be made by considering it as a low order Taylor expansion in the variable
1. In any case, one can see from figure 4.3 that this function follows the
simulation data very closely.

Figure 4.4 shows the sum of squares difference between the simulation
data and the part of the fit to the schlieren data that overlaps with the
simulation. This figure shows clearly the energy dependence discussed
earlier. The best fit (lowest y value) simulation in this figure corresponds
to the chosen simulation in figure 4.3. In this best simulation the energy
deposited by the laser for a cylinder of length L is

E 3 o0 r (324
=PV =52" /0 169 - pampient ¢ >°(0) " rdr = 13.3Jm !

Where pampient = 101325Pa is taken as atmospheric pressure. For the
cylinder length 4.87 mm in figure 3.1 this corresponds to 64.8 m]J. Figure
4.5 shows the development of the gas flow variables in the simulation cor-
responding to figure 4.3.

4.2 Reconstruction of the Three Dimensional Ini-
tial Condition

A three dimensional initial condition that reproduces the experimentally
found shock front can be reconstructed by ‘smearing out’ the one dimen-
sional simulation over a two dimensional plane. This two dimensional
image represents a plane through the laser axis, and therefore its revo-
lution around the laser axis represents the full three dimensional situa-
tion. A simulation is subsequently performed using the two dimensional
axi-symmetric high mach number laminar flow module of Comsol Multi-
physics. If the strength and shape of the shock front is the primary cause
of torus formation the simulation should be able to reproduce this. In the
rest of this section the method used to reconstruct the two dimensional
axi-symmetric initial condition from the one dimensional simulation is ex-

plained in depth.
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Figure 4.5: Cylindrical simulation chosen as source from which the three di-
mensional initial condition is reconstructed (p(t = 0) = 169155 with ¢ in
mm). Notice that the initial expansion results in an inward moving flow that
compresses and heats the region near r = 0 as seen in image (e). The (second)
expansion resulting from this process results in a weak secondary shock front
that is also faintly visible in the last image of figure 4.1. Image (f) shows a nu-
merical instability arising near r = 0 which eventually forces the simulation to
halt. The violent gas dynamics in this simulation cause up to 6.7% of the initial
energy to be dissipated numerically, which is 12.7% of the energy added by laser
deposition. This last percentage can be considered as the error on the 58 m] initial
energy found in the reconstructed initial condition. Further research is necessary
to solve the numerical instability and decrease the energy dissipation.
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36 Simulation of Torus Formation and Subsequent Splitting

(a) Laser axis (b) Laser axis

r

Figure 4.6: Diagram illustrating the reconstruction of the three dimensional initial
condition. (a) The spherical parts of the plasma shown in figure 3.1 are removed
to obtain a axial line segment. The length of the line segment is chosen (3.6 mm)
such that the simulated shock fronts correspond well with those visible on the
schlieren images. The distance of every interpolation point to this line segment is
used to determine the gas state variables. This distance r is illustrated for two in-
terpolation points shown in red. (b) The angle 6 is defined relative to a horizontal
line extending from the centre of the line segment.

The reconstruction is based on three key ingredients; the size of the first
good elliptical fit to the schlieren shock front, the cylindrical simulation
found in the previous section and the speed of the shock front along the
laser axis. The plasma is idealized to have a shape consisting of three sec-
tions; two perfect half spheres and a central cylinder. A single state of
the one dimensional simulation corresponding to a certain time and peak
POsition 7peak is chosen as the source state. This source state should be cho-
sen late” enough to make sure the pressure has collapsed sufficiently to
guarantee convergence of the following Comsol simulation. The source
state can be considered as a set of functions giving the density, velocity
and pressure at the chosen time as a function of the distance to the cylin-
der axis r. Therefore at every point of the two dimensional axi-symmetric
image we need to define a distance that can be used to lookup’ the cor-
responding gas variables at that point. This distance is defined in figure
4.6.

However, by the inability of making a proper one dimensional spherical
simulation we end up with an axial shock front with strength equal to the
shock front perpendicular to the laser axis. This is incorrect as from figure
4.2 it is seen that the ellipse fitted to the shock front increases more rapidly
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Figure 4.7: The weakening factor is defined in such a way that the spherical shock
fronts are weakened while keeping the core temperature unaffected. The dimen-
sion of the plasma is chosen such that the resulting shock front will assume the
elliptical shape determined from the schlieren images.

in radial direction than it does in axial direction. To make sure the Comsol
simulation will end up with the correct shock front positions we choose
to weaken the shock front in the axial direction. To do this we define the
position dependent weakening factor 0 < a(r,0) < 1 which we apply at
every position of the initial condition in such a manner that the ratio of
thermal to kinetic energy stays constant. To know how to do this consider
the ideal gas law (1 and w are respectively the radial and axial componets
of the velocity):

ok = a( PV -+ VIR +0?) ) = Sap)V (V) (Vi) + (Vi)

which tells us that we need to multiply the pressure by a while multiply-
ing each of the velocity components with /a.

What rests us is to define « in terms of —%n <0< %7‘[ and 0 <r < o0. To
determine the 6 dependence the axial shock front speed is compared with
the horizontal shock front speed as determined from the schlieren images.
These speeds give us the ratio of the shock front pressures by the Rankine-
Hugoniot conditions and therefore our weakening factor along the laser
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38 Simulation of Torus Formation and Subsequent Splitting

axis.

-1
Ucylindrical = 4001 ms

-1
Uspherical = 1324ms

= &("peaks i%n) =0.10
Recall that we defined rpec = 1.5mm as the position of the shock front
in the source state chosen from the best fit one dimensional simulation.
As the horizontal shock front is already fitted to the experimentally deter-
mined shock front no weakening is necessary in that direction, so « (T’peak/ 0) =
1. We now need a smooth function of 6 that interpolates between these two
values of a. An obvious function fulfilling this requirement is

[X(rpeak/ 9) = (1 - “(rpeakr i%ﬂ)) cos 6 + “(rpeakr i%ﬂ)
The weakening at the shock front is now determined but has yet to be
turned into a smooth function of r. Since it is preferable not to distort
the stabilization of the hot plasma present at r = 0 we need «(0,6) = 1.
Knowing now the value of the weakening factor a at the edges r = 0 and
I = Tpeak @ sharp exponential function is used to interpolate between these
in the space between the hot plasma and the shock front.

. 10
a(r,0) = “(Tpeakre) + (1 - “(”peakre))e_(m)

This leaves the plasma untouched while weakening across the entire length
of the shock front. The weakening procedure is illustrated in figure 4.7.

After the appropriate weakening has been applied the ‘best guess” initial
condition is ready for a three dimensional simulation. The energy de-
posited by the laser that has not been used for ionization can be calculated
from the constructed initial condition. The result is 58 m]J of energy, which
at the time of interpolation is distributed as 16 mJ of kinetic energy and
42 m] of thermal energy.

4.3 Verification of the Three Dimensional Simu-
lation

The initial condition as described in the previous section is loaded into
Comsol and a high mach number laminar flow simulation is performed.
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Figure 4.8: Comparison between the shock front position as determined from
the schlieren images and the position computed by simulation. t = 0 does not
correspond with the laser pulse but with the time at which the radial position of
the shock front is chosen to be sufficiently equal to allow comparison.

Although Comsol has trouble converging when the pressure values at the
start of the simulation are too high, we have circumvented this problem
by choosing a time for the source state late enough (tsource = 0.196 ps and
Tpeak = 1.50 mm) to make sure the pressure close to r = 0 has collapsed far
enough. The resulting shock front of the two dimensional axi-symmetrical
simulation is verified by making a comparison with the schlieren data (fig-
ure 4.8) while the torus formation is compared with the CCD intensity im-
ages (figure 4.10).

As can be seen the simulation with the reconstructed three dimensional
initial condition indeed shows torus formation and splitting, confirming
our hypothesis that the strong shock front is responsible for torus forma-
tion. However, making a good comparison between the simulated torus
formation and the experimentally determined CCD intensity images is not
straightforward.

First of all the CCD images do not capture the simulated two dimensional
axi-symmetric images, instead, they capture a side view of the complete
torus. If we assume the plasma is optically thin by the time torus forma-
tion starts this means the CCD intensity images are projections of the torus
on a two dimensional plane. The problem of taking a two dimensional
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Figure 4.9: Temperature (K) profiles produced by a Comsol axi-symmetric simu-
lation. The starting condition is produced from the one dimensional simulation
results as explained in the text. Both torus formation and splitting are observed.
The time values shown are in microseconds. In figure 4.10 this data is used to
make a comparison with the experimental CCD intensity data.
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Figure 4.10: Intensity between simulated temperature and experimental inten-
sity images. The initial condition expands to the same size as seen on the inten-
sity images. The splitting appears to happen sooner in the simulation. Also the
simulated plasma appears less thick.
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42 Simulation of Torus Formation and Subsequent Splitting

projection and reconstructing a slice of a cylindrically symmetric three di-
mensional object is well studied. The method needed to achieve this is
called an inverse abel transform, and high quality free software packages
are available to perform this transform. In this project the software pack-
age PyAbel [8] is used to perform the inverse abel transform.

Another reason why the comparison is not trivial is the unknown radia-
tion profile of the plasma. It is not clear how an intensity value in the CCD
image corresponds to the temperature and density of the plasma. One
way to deal with this problem is to assume the CCD intensity values are
proportional to the amount of free electrons. If the plasma is a thermal
plasma, which means the electron temperature and Helium gas tempera-
ture are in equilibrium, the electron density profile can be computed from
the known temperature and pressure using the ideal gas law and the Saha
equation.

4.4 Explanation for Observed Torus Formation and
Splitting

Having successfully reproduced torus formation in a numerical study, the
question now arises what is the process that causes the plasma to start
its outward motion. Pressure profiles made at 7.5 us show an area of low
pressure following the strong shock front perpendicularly to the laser axis.
Interestingly enough this low pressure area assumes pressure values un-
der atmospheric pressure, meaning the gas is actually expanded compared
to the ambient gas.

To gain more insight in the way the gas reacts to this moving low pressure
area the pressure profile is augmented with either a velocity arrow field or
the particle streamlines, see figure 4.11. The velocity field clearly indicates
that, outside the shock front, the highest velocity values are found close
to the origin, where at this time the plasma resides. By symmetry the gas
flow flowing down the laser axis and the gas flow flowing up the laser
axis are equally strong, and at the point where this gas flow meets the
flow turns necessarily outward and pulls the plasma along.

The streamlines in figure 4.11 give an even greater insight in the gas flow.
The helium particles making it through the shock front are either pulled
around the low pressure area or pulled straight through it depending on
their position. The particles going through the low pressure area move
towards the laser axis, until they come close to the strong gas flow paral-
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4.4 Explanation for Observed Torus Formation and Splitting 43

lel to the laser axis mentioned earlier. At this point the particle’s velocity
together with the strong axial flow give rise to an area of strong vortic-

ity.
As canbe seen in the third image in figure 4.11 the particles moving around
the low pressure area do not end up in the high vorticity area. Instead,

they follow the strong gas flow parallel to the laser axis and move between
the high vorticity areas.

By these observations it is reasonable to conclude that the outward mo-
tion of the plasma is caused by the same process that causes its splitting,
namely the collision of strong gas flow near the origin that causes a mo-
tion of the gas perpendicular to the laser axis. The strong flow appears as
a result of the gas being pressed towards the below atmospheric pressure
area ‘dragged’ behind the shock front.
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Figure 4.11: The torus formation seems to be caused by a low pressure area that
is dragged behind the strong shock front moving perpendicular to the laser axis.
The velocity arrow field in the first image shows the gas to be moving fast close
to the origin, pushing the plasma outwards. The second and third images show
streamlines going through and around the low pressure area. The streamlines
visible in the second image end up in an area of strong vorticity.
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Chapter 5

Improving the Heat Confinement
of the Toroid

Without an external source of energy the plasma eventually loses its heat
to its surroundings and extinguishes. To use the plasma in practical ap-
plications its lifetime must be extended. In this chapter the decay of the
plasma intensity is studied and we argue that the plasma reaches local
thermodynamic equilibrium (LTE) before 10 ps. LTE means that the elec-
trons have transferred their energy to the Helium atoms such that both
species are at the same temperature. It is argued that the dominant pro-
cess cooling the plasma is the exchange of cold and hot particles at the
surface of the plasma (ambipolar diffusion).

The rate at which the ambipolar diffusion is able to cool the plasma is re-
lated to the plasma geometry. It is shown using the intensity of the plasma
as a function of time that this rate accelerates greatly after the plasma is
split.

This thesis is made as part of a research project with the goal of heating
the resulting plasma torus using a microwave cavity. This chapter sup-
ports this goal in two ways. First it is attempted to alter the surroundings
of the plasma in such a way that the plasma maintains its torus shape
while preventing the splitting. Also the LTE of the plasma is used to val-
idate the use of the Saha equation to calculate the electron density. This
electron density can be used in subsequent research to calculate resistivity
values for the plasma and the effect of the microwave fields on the plasma
temperature.
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46 Improving the Heat Confinement of the Toroid

5.1 Arguments forlocal thermodynamic equilib-
rium

Argument based on the number of electron collisions

Consider an electron moving through the plasma. Assuming the helium
atoms behave as hard spheres with a certain kinetic radius r we determine
the average distance the electron will travel before a collision with a neu-
tral. Since the electron speeds are much higher than the ion speeds we will
assume the atoms are standing still.

Following [9] consider a “slab” of gas with frontal area A and thickness
dx containing n atoms per unit volume. If the Helium atoms have cross
sectional area 7r7;, the chance that the electron moving through the gas
hits one of the atoms is

area blocked by atoms  nAdx - Trd,

2
= nra.dx
total area A He

Therefore if we start out with Nj particles, every distance dx we lose a

. 2
fraction —n7try o

dN
i —nmri N

Which tells us N = Noe_mlrlziex . At a distance x we lose %—I;fdx particles,
which means the average distance the particles travel is

1 (> dN o 1
A= ——/ x——dx = —/ xde™ ™Y = 5
0 0 T,

Literature often quotes an extra factor of v/2 in the denominator. This
factor only appears when the moving particle is considered to be indistin-
guishable from the obstructing particles, and both are subject to a Maxwell-
Boltzmann velocity distribution. So by our assumption of stationary he-
lium atoms we lose this factor.

From the electron speed and the mean free path we can calculate the amount
of collisions per unit time. To turn this number into an argument for the
quick establishment of thermal equilibrium we also need to know how
much energy an electron transfers in each collision. To compute this ex-
actly we would need a deep dive into quantum mechanics, but to get the
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Figure 5.1: The electrons are considered as fast moving point particles scattering
of spherical Helium atoms with radius 7 pe.

order of magnitude we use classical mechanics and consider the electrons
as point particles scattering of a spherical helium atom.

From conservation of momentum one can see that the Helium atom after
the collision will move along the line through the center of the sphere and
the point of collision. We therefore calculate the electron speed along this
line and apply the one dimensional result. The velocity of the electron in
the direction of the radius of the sphere is

' 1 .
v = v oS (zn —¢) =vsing
Substituting this speed into the one dimensional result of a two body col-
lision gives us

2m 2m )
UHe = = * _sin(¢)v
Me + MHe Me + MHe

So the energy transferred to the Helium atom is

1 2m?2
2 e
EHe - _mHevHe ~

2 i ()2
5 mHev sin (¢)

To average the energy over the angle ¢ we note that every piece of frontal
area of the Helium atom has the same chance to be hit. The chance that

the electron hits at position r is therefore znﬂr—rzdr. From figure 5.1 one can see
He
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48 Improving the Heat Confinement of the Toroid

cos¢p = é so averaging over the different positions the electron can hit
the Helium atom adds a factor of

e 27trdr . o "He 27Trdr r\? 1
/ 5—sin” (¢) = / | 1—(— ==
0o mra, 0 T, "He 2
This tells us that the spherical scattering is half as effective at taking away

electron energy compared with the one dimensional situation. The aver-
age energy transfer per collision is therefore

m2 2m 1
Epe) = ——0* = | == | - sme0? 5.1
(Ete) mHeU (mHe) 5 Mev (5.1)

Equations 5.1 and 5.1 together can give us insight into how quickly a fast
moving electron will transfer its energy to the Helium gas. To compute
A we consult our three dimensional simulation results after the laser has
finished expanding (t ~ 5ps) and use the values T ~ 6 x 10°K and p ~
8.4 x 10° Pa found in the plasma. For a lower bound on the speed of the
electrons we compute the electron mean speed from this temperature as
well (higher speeds will only accelerate cooldown).

n~1x10*m!
A~19x%x10°m

Ve ~ 4.8 x10°ms™!

Finally from literature [10] we find a kinetic radius of 130pm for Helium.

<EH8> _ zme
Ee MHe

~3x 104 v:%zwlolos*

Based on these numbers we expect the electrons to lose their energy in the
order of 1077 ~ 10~% s. Note that we have only considered collisions with
neutral helium atoms, while in fact some of the collisions will be between
electrons and Helium ions. For our argument it does not matter how many
collisions are with ions exactly, but it's important to note that the presence
of ions will not allow the electrons to retain their temperature longer. To
see this consider that the attractive electromagnetic force between the ions
and the electrons causes the Helium ions to effectively have a larger radius
than the neutral atoms, therefore making v even bigger than it already is
and accelerating the electron cooldown.
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Intensity as function of time
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Figure 5.2: The intensity of the plasma emission as a function of the time after the
laser pulse. This data is produced by taking multiple CCD images and normaliz-
ing them with respect to the first. Data kindly provided by Vincent Kooij.

Argument based on the measured plasma intensity

A second way to see the plasma is likely to be in local thermodynamic
equilibrium is to consider the intensity of the plasma over time. Even
though we do not know exactly how the plasma properties correspond to
the CCD intensity values, we know that the electrons will move through
the plasma at much higher speeds than the Helium ions do. The electro-
magnetic radiation seen by the CCD camera is therefore primarily pro-
duced by the electrons. This suggest that the electromagnetic radiation
intensity will be proportional to the electron density. Therefore, the inten-
sity of the plasma over time (figure 5.2) tells us how the electron density
changes.

If the electrons are much hotter than the neutral helium atoms we expect
their number densities to be higher than expected after the electron tem-
perature has fallen. The reason for this is that there is more energy avail-
able for the ionization of electrons. However, as the electrons and ions
lose energy their numbers will start to fall and eventually reach towards
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50 Improving the Heat Confinement of the Toroid

the values expected by the Saha equation at LTE. The primary process
responsible for decreasing the electron and ion number densities is recom-
bination in which an electron and ion combine to form again a neutral
atom. We therefore expect (following [9]) that the electron density will fall
in time proportional to the amount of electrons and ions present

on, ’

? X —Nen; = —1,
Taking « as our constant of proportionality it is not hard to verify that the
solution to this equation is

o
ne:_
t

As the plasma reaches LTE the electrons inside the plasma have, besides
radiation losses, no way to lower their temperature. The primary way
of the plasma to lose heat is diffusion, in which hot particles and cold
particles are exchanged at the boundary of the plasma. The mathematics
in this case is more involved (again see [9]) but the important result in our
case is that the electron density is expected to fall around with time, where
the decay constant is dependent on the plasma geometry.

With these results in hand we turn to our intensity graph, and see whether
the graph indeed passes from % decay to exponential decay suggesting
that the plasma assumes LTE. In fact, this is exactly what is visible at the
start of the intensity graph in figure 5.2. In figures 5.3 fits of the expected
electron density functions are attempted at different times after the laser
pulse, showing clearly that the 7 fit is very good shortly after the laser
pulse while the plasma assumes exponential decay at later times. From
the figure it can also be seen that the % tit starts to become less good as time
approaches 10 ps suggesting LTE is established around this time.

A second property of our intensity function we expect based on our dis-
cussion of heat loss is a rapid decrease in intensity as the plasma under-
goes splitting. At the time of splitting the plasma loses heat by diffusion so
the rapid increase of surface area of the plasma should be detrimental to
its heat containment. In figure 5.4 the decay constant of the intensity graph
is shown as a function of time. This figure is produced by attempting an
exponential fit at many points in time, and saving the exponential decay
resulting from this fit. The vertical orange line shows the time at which the
splitting of the plasma becomes visible in the CCD intensity images. The
time of splitting clearly indicates the moment at which the decay constant
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5.2 Electron density profile using the Saha equation 51
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Figure 5.3: Fits to parts of the intensity graph shown in figure 5.2. As motivated
in the text the intensity of the plasma initially follows a } decay suggesting an
energy loss dominated by collisional recombination. At later times the decay
becomes exponential as the plasma reaches local thermodynamic equilibrium and
the cooling is dominated by ambipolar diffusion.

goes over from a relatively constant value over time to a rapid decrease,
in line with a diffusion dominated heat loss.

5.2 Electron density profile using the Saha equa-
tion

When equilibrium is established the degree of ionization and the temper-
ature of the plasma are related by the Saha equation. We neglect doubly
ionized helium atoms and focus on the singly ionized atoms, the motiva-
tion for this will become apparent later. The Saha equation reads

2 2 E;
e Z8,x (5.2)
ng — ne Ae Q0

n

Here go and g; are respectively the degeneracies of the ground state and
the ionized state while 1, and ng are respectively the electron and neutral
atoms particle densities. The wavelength appearing in the equation A, =

\/ % is the thermal de Broglie wavelength of an electron.

Assuming the ionized atom and the neutral atom are likely to be in their
ground state, which will be the case for the temperatures observed, we can
make the approximation g—é ~ 2. The reason for this is that the electron in
the ionized helium ion has two position in the inner shell to be in. Further-
more we can neglect 1, relative to ng as long as the degree of ionization is
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52 Improving the Heat Confinement of the Toroid

Decay constant as a function of time
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Figure 5.4: At every point in time of figure 5.2 an exponential fit is attempted.
The decay constants of the exponential fits are plotted as a function of time. The
vertical orange line marks the time at which the splitting becomes visible in the

CCD intensity images. Clearly it also marks the time at which the exponential
decay accelerates greatly.

low x << 1. Equation 5.2 can therefore be written as

Again using x << 1 a good approximation is to take ng equal to the parti-
cle density predicted by the ideal gas law.

p _r
ASZTe ) (5.3)

Ne =

where p is the local pressure. It is now clear why we’re allowed to ne-
glect the doubly ionized Helium atoms. The second ionization energy for
Helium is roughly twice as large as the first, therefore the number of dou-
bly ionized atoms can be estimated by substituting E; = 2E;. But this

E;
is equivalent to multiplying n. by e” #7 which is much less than one for
temperatures up to 10°K.
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5.3 Creating a toroidal vortex to prevent splitting 53

Electron density as predicted by Saha equation at atmospheric pressure
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Figure 5.5: Assuming local thermodynamic equilibrium and low degree of ion-
ization the Saha equation can be combined with the ideal gas law to find the
electron density as a function of temperature. At atmospheric pressure and the
temperatures on the x-axis the neutral particle density will vary linearly from
2.9 x 10**m~2 to 3.7 x 10 m~3 meaning the the assumption of low degree of
ionization starts to become invalid at the higher temperatures shown.

5.3 Creating a toroidal vortex to prevent splitting

To prevent the splitting of the plasma, methods to passively influence the
gas flow are examined.

At first this is attempted by placing a plate perpendicular to the laser axis
close to the laser focus. A circular hole is made in this plate with the laser
axis going through the center of the hole. The hole will pass only a small
part of the outward moving shock front. This part of the shock front will
spread out at the other side of the plate and thereby quickly diminish in
power. As the shock front dies out the pressure at the side of the plate fac-
ing away from the plasma will revert to the ambient pressure and thereby
forcing gas flow through the circular hole towards the lower pressure gas
near the plasma. The axial gas inflow caused by the shock front which
eventually splits the plasma will hopefully be impeded by the flow from
the plate.

Simulations with different values for the distance of the plate to the plasma
and the radius of the circular hole are attempted. The simulation that was
most capable of retaining the plasma torus shape is presented in figure
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54 Improving the Heat Confinement of the Toroid

5.6. This figure also shows the electron density of the plasma as computed
with the Saha equation (equation 5.3).

Given that this method still features significant splitting of the plasma (see
figure 5.6) an alternative method is studied as well. This method features
a curved wall that acts as a shock front reflector. A part of the shock front
is reflected and focussed close to the laser focus. This causes the upward
moving gas flow to be stronger than the downward moving flow. Again,
this causes a vortex that captures the plasma with an improved heat con-
finement compared with the previous simulation. Different values for the
width, placement and focus point of the wall are considered and the best
simulation is presented in figure 5.7.
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Figure 5.6: A plate modeled as a thin immovable wall is placed close to the
plasma (white horizontal line). The circular hole in the plate causes an upward
moving gas flow which eventually captures the plasma in a vortex. The upward
moving gas is visible especially well in the third image from the top. At the right
hand side profiles of the electron density (unit m~) are made using equation 5.3.
The wall is placed 4.35 mm from the laser focus and the aperture has a radius of
1.75mm.
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56 Improving the Heat Confinement of the Toroid
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Figure 5.7: A reflector is modelled as a curved wall of 1 mm thickness. The surface
which reflects the shock front is marked by a white line. The reflected shock
front causes a vortex that captures the plasma. This geometry features even less
splitting than the simulation presented in figure 5.6. The electron density has
units m~3. The right images are electron densities computed using equation 5.3.
The wall has a circular curvature focussed atr = 1.5mm, z = —1.5mm, with
radius 6 mm and a width of 0.8 rad.
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Figure 5.8: Temperature profile of the plasma at 431s after the laser pulse.
Streamlines following the gas flow velocity field are added to show the vortex
in which the plasma is captured.
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Chapter

Discussion

This thesis is an investigation of the relatively recent observation that high
power short focussed laser pulses result in an afterglow plasma with a
toroidal shape. This process has the potential to see use in chemistry and
is a first step towards a self-confined magnetohydrodynamics plasma. The
process of torus formation has been reproduced by extensive computer
simulations. The data used to verify the simulations come from an exper-
imental setup using a 250 ~ 275m], 10 ns laser pulse focussed at a Helium
gas at atmospheric pressure. The simulations provided new insights in the
physics of the laser induced flow.

The gas flow after the laser pulse has been shown to proceed in three ma-
jor phases; the pressure collapse phase, the shock front formation phase
and finally the shock front propagation phase. The strong shock fronts re-
sulting from this process have been shown to eventually cause the torus
formation. The primary cause of torus formation is a low pressure area
behind the shock front moving radially outward along with the front. The
plasma is pushed towards this low pressure area while being bounded at
both sides by axial gas flow with strong vorticity.

The thermal and kinetic energy necessary to qualitatively reproduce the
torus formation is found to be 58 mJ, meaning only a small part of the total
laser energy is converted into thermal energy. The symmetric shape of the
plasma suggests that a large part of the laser energy leaves the plasma
without being absorbed. The remaining energy (max ~ 200 m]) is used for
ionization and eventually exits the plasma in the form of radiation.

Two methods to prevent the cooling effect of the plasma splitting are pro-
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posed and modeled. One method consists of placing a plate with a hole
close to the plasma perpendicular to the laser axis. This plate has an effect
on the gas flow that causes the plasma to be caught in a gas vortex.

Since a small part of the plasma is still split in this simulation, and since
the gas dynamics close to the plasma have become more violent by the
addition of the plate, the thermal energy of the plasma is not retained sig-
nificantly better (see figures 4.9 and 5.6). However, it does improve the
retention of the plasma torus shape that would otherwise be destroyed by
the splitting process.

The second method is a spherical shock wave reflector which focusses a
part of the shock front towards a point close to the laser focus. This method
was more succesful in preventing the splitting of the plasma and therefore
also retains the thermal energy for a longer period of time (see figures 5.6
and 5.7). The plasma torus shape is a favorable shape to induce circu-
lar currents which can heat the plasma and prevent it from extinguishing.
Also, considering ambipolar diffusion the non-splitted plasma will have
an improved heat confinement due to the higher diffusion gradient dis-
tances.

Finally, it is argued that without external heating the plasma reaches lo-
cal thermodynamic equilibrium (LTE) before 10 ps. This time however is
larger than the time predicted by collisional energy loss by hard sphere
scattering 107 ~ 107°. Possibly the crudeness of the hard sphere scatter-
ing approximation can explain this incompatibility. In any case a more
detailed model of the energy transfer between the electrons and the He-
lium gas would be helpful. The knowledge of LTE justifies the use of the
Saha equation which results in electron density profiles in the plasma. This
data is valuable when heating of the plasma is attempted. However, the
electron densities found in this way are different from the densities found
in [11]. Therefore more research is needed to explain the source of the
discrepancy.

While laser energy deposition had been studied numerically at least once
[12] the simulation in this last study has an asymmetrical starting condi-
tion, which is not observed in our experimental setup. As the splitting of
the torus is the result of the fairly symmetrical energy deposition of the
laser in Helium, the splitting is a novel feature of the plasma not previ-
ously mentioned. This research contributes to the literature by explaining
the torus formation, explaining the novel feature of plasma splitting and
illustrating how the LTE of the plasma can be substantiated.
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To reach the conclusions various numerical challenges were circumvented.
The numerical challenges consist of numerical instability at r = 0, the
very sharp shock fronts arising from the gas expansion and the large com-
putation times necessary to simulate the torus formation in three dimen-
sions. Remedies of these challenges might make it possible to perform
simulations with an initial condition that more closely resembles the con-
ical shape of the plasma shortly after the laser pulse. Potentially the first
and third numerical challenges can be addressed by using an implicit time
stepping scheme for the one dimensional simulation as opposed to the
explicit time stepping scheme used in this thesis. Also, further research
might try to shed light on the electron densities before LTE is established
and find methods to heat the plasma in order to extend its lifetime.
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